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Srednicki 8.1. Starting with equation 8.11, verify equation 8.12

This is simple enough; we’ll just plug 8.11 into the left side of equation 8.12:

] @r) R+ m? —ie 2m) k2 + m? — ie

which is: i 2 )
. ’ + m
—82 2 Alr — o' :/ ik(z—a')
(=0: +m)Alw — ) (27r)4e k2 +m? —ie

Now let ¢ — O: .
92 DA(x — ') = ik(z—a’)
(—=0; + m*)A(x — ) /(27?)46

Now use equation 3.27, only in four dimensions:

(=02 +mH)A(z — 2') = 6*(x — 2)
which is Srednicki 8.12.
Srednicki 8.2. Starting with equation 8.11, verify equation 8.13

Equation 8.11 is:

, 1 . eik(azfz’)
Ale =) = (2m)4 d kk:2+m2—i5

1 . —iw(t—t")
Az —2') = /dgke”“'(xz ) /dw -
—w? + k|2 +m? —ic

which is:

which is:

1 o 0 —iw(t—t")
Az —2) = /d3k’e’k'($_x)/ dw ‘




Now we note that an integral around the lower complex half plane will integrate to zero for
t—t' > 0, since the exponential will then give e”> = 0 as the radius of the integral diverges.
Then:

1 . efiw(tft’)
A ) — dBk, 1k(:pm)/d
=)= g | P [ e

We solve this integral with the residue theorem:

1 o, e—iw(t—t')
Alx —2') = /d?’kem'(”"_“”) —27mi)Res [ ]
( ) (2m)4 ( ) (w—VC?% —ig)(—w — VC? — ig)
which is:
i ., efiw(tft/)
Alx —2) = ——/d?’ke’k’(z_m) Resower [ }
( ) (2m)3 : (w—VC? —ig)(—w — VC? — i¢)
Our integral is is the lower half plane, so the relavant singularity in our integral is w = +v/C? — ic.
Then:
. i 8, i (F-) e—i\/C2—i€(t—t’)
Alx —x :——/dkel'“:_x
( ) (2m)? (—2v/C? —ig)
which is:
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Now we let ¢ — 0: \ et
d k T (= et n
A o — v k(B2 |2
(x — ') z/ 2(27?)36 -

Note that with the e — 0, we have C' = w = 1/|k|?> + m?. Technically it would be correct
to eliminate w completely and write our answer in terms of 4/ |IZ|2 +m?2, but it is more
convenient to write w and remember that w = 1/|k|? + m2. In fact, we don’t even need to

“remember” it: notice that this condition can be rewritten as —w?+ |E | = —m?, which is just
the on-shell condition for a massive particle (it’s remarkable that we derived this condition
from a seemingly unrelated problem involving the ground state of the free-field theory. This
is a reassuring demonstration of the internal consistency of quantum field theory). Then:

Bk -, —w(t—t")
Az —2) = i/—e““‘(”"“") [6—1

2(2m)3 w

which is: B
Alr — ') = eil}'-(a‘c'ff/) piw(t—t))
( ) / 2w(2m)3
As always, if the time ordering is reversed, then the integral must be taken in the upper
half-plane, so the opposite singularity must be chosen, which will introduce a new negative
sign in the definition of w. Hence,



Combining these two results:
Alx —2') = i/c?lgeig'(f_f,)e_w“_t,'
which is the first result of equation 8.13. We can simply rewrite this:
Az —2')=i0(t —t) /&Eeig'@i/)ei”(tt,) +10(t' —t) /Zi\/;e”;'(ffl)e"w(tt/)
which is:
Alx —2')=1i0(t —t') /dAl;eik(x_zl) +0(t —t) /dAl;eiE'(f_f/)ew(t_t/)

We can simply negate the spatial k in the second term: this won’t affect anything since we
integrate over all of ks. Then,

Alx — ) = it — t) / ket it — 1) / a7 gie(t—t)

This gives:
Alx —2')=i0(t —t') /Zg%eik(xx’) Ot —t) /%eik(a:x’)

which is the second line of equation 8.13.

Srednicki 8.3. Starting with equation 8.13, verify equation 8.12.

Equation 8.13 gives:
(—02 + MDA — a') = (— 02 +m?) (i@(t — ) [ drete o o) [ El\/;e_ik(”_x/))
which is:
(0> + m*) Az — ') = - (i@(t —t) / dke™ =) L0t —t) / Ez%e—ik@—ﬂ)
+im?0(t —t) / dke™ =) 4 im20(t' — t) / dke~ k=)
Evaluating this derivative, note that 92 = —97 + 92. Then,

(—(93 + mz)A(x — x/) = 3t2 <i9(t _ t') /Zi‘];eik(zx/) i i@(t/ . t) /Zi\]geik(x‘”/)>

—2 (i@(t —t) / dke™ =) 4 if(t — t) / %e—ik@—w”)
+im20(t — t') / dke™ =) L im?0(t' — t) / dke~k(@=2")
which is:

(=> + mHA(x — ') = 9? (w(t —t) / dke™ =) L0t —t) / &Ee—i’““—”)
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+ (i@(t —t) / dke™ =) (K2) + i0(t' — t) / EzEeW“’)(E?))
+im?0(t —t') / dke™ =) L im20(t' — t) / dke~k@==")
Distributing the derivatives, we get three terms from the first line:
(=2 +mA)A(x —2') =id'(t —t) /Zi\éeik(x_””/) — 10’ (t —t) /Zl\l;e_ik(x_xl)
+2i6(t —t') / dke* =) (—w) — 2i5(t — t') / dke *=) ()
+if(t —t') / dke™ =) (—w?) +if(t' —t) / dke M=) (—?)
it — t) / ke =) (R2) 4 i0(¢' — 1) / dhe—He—2) (72)
+im?0(t —t') /zi\l;eik(m_ﬂ) + im0t —t) /Zi\l;e_ik(””_m,)
Note that in the first and second lines, the second term is negative because going from 6(—x)
is negative at zero, so the delta function must be negative. The terms inside the delta function
can then be negated at no cost before the second derivative is taken (this is a property of the
delta function). Since the @ function jumps one unit, 1§(z —2') has the proper normalization.

The third, fourth, and fifth terms now vanish by the Klein-Gordon equation! Then,

<_a§ + mQ)A(x - .CC/) = 26/(t — t’) /&Eezk(zwl) — Z5/<t _ t/> /%elk(:pz’)

+2i0(t — ') /Zi\/;eik(xxl)(—iw) —2i6(t —t') /Zi\l;e““(xz/)(—w)

In the first term, we integrate by parts:

(02 +m)A(x — ) = —5(t — 1) / dke™ = (W) — 5(t — 1) / dke =) (1)

+26(t — ') / dke™ =) (W) + 25(t — t') / dke™ =) (i)
This is:
(—33 + mz)A(-ﬁE — iL‘l) = (S(t — t/) /a\k/eik(a:—x’) (U)) + 5(t _ t/) //C—i\k/e—ik(x—x’)<w)
Now use equation 3.27, and remember the definition of dk. We're still left with the et

parts of the exponentials, but the delta functions will render those unimportant as well.
Then,

1 1
(=02 +mHA(x —2') =6t — t’)§(53(f— )+t — t’)§53(f— )
Negating the contents of the second delta function as before, these combine:

(=2 + mA) Az — o) = 6(t — )53 (7 — T)
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which is:

(=2 +mH)A(z — o) = 6*(x — 2)

as expected.

Srednicki 8.4. Use equations 3.19, 3.29, and 5.3 (and its Hermitian Conjugate)
to verify the last line of equation 8.15.

Equation 3.19 implies:
(01T ¢(w1)(x2)|0) = (O] / dkldkz[ (ke + a (/i)e‘““m] [a<l§2)e“fm +al (ky)e*22 | ]0)
We’ll assume these are time ordered as written. Then equation 5.3 gives:
(01T (x1)(2)[0) = (0] / kb [alF)e ™ al (E)e 272 o)

This implies:

OT o) o()l0) = [ dadae™ =52 0la()al (50
Now we use equation 3.29. This is a little bit complicated because the operators are not
necessarily taken at the same time. Careful reading of the solution to problem 3.1 shows
that we should actually replace the w in this formula with (wl + wy). However, k% is a
constant, and so are the spatial parts (by the delta function that we're about to introduce),

this subtetly will “come out in the wash,” and it is easiest to simply use equation 3.29 as
written, with w = wy. Hence,

(01T (1) p(x2)[0) = / ey dleae™ 717272 (2)°2u056% (Ry — K2)(0]0)
The bra-ket goes to one, leaving:
(O[T (z1)9(22)[0) = /C%Civkzeiklxl_ibm(27T)32w253(/51 — k»)
Using the definition of (%7 we're left with:
(0T (1) p(2)]0) = / dle d®koe® =22 53 () — k)

Doing the integral:
0T o(a)o(2)10) = [ dlyeese 8.41)

where the temporal parts are equal and therefore vanish, as mentioned above. Now we
reverse the 1s and 2s, assuming the time ordering is opposite. This will introduce a negative
sign. Combining these results:

<0|T¢<I1)¢(SL’2)|O> = 0(t1 — t2) /a\k/eik(mlwﬂ + 9(t2 _ tl) /E/_{;eik(mlxg)



which gives, using equation 8.13:

1
(0T p(x1)d(22)|0) = ~Alwz — 21)
which is the last line of equation 8.15.

Srednicki 8.5. The retarded and advanced Green’s functions for the Klein-
Gordon wave operator satisfy A,e(x —y) =0 for x¢ > yo and A,qy(x —y) =0 for
Xo < yo. Find the pole prescriptions on the right-hand side of eq. 8.11 that yield
these Green’s Functions.

dik eik(az—y)
A —_ g
(x =) / (2m)* k2 + m? — ie

Our goal is to set this equal to zero. To evaluate the time integral, we’ll do add on an integral
over the lower complex plane. This integral will go to zero, so it will not contribute to the
integral (but it will allow us to use the Residue theorem). Now when we use the residue
theorem, we’ll get zero if both poles are in the upper complex plane.

Now, the only way this will happen is if we write A like this:

A d*k eik(:p—y)
adv(w - y) o / (271')4 —(kD)Q + k2 +m?2 — e

And choose A4, to be like this:

A d4l€ eik(w—y)
oo (T = y) = / (2m)* — (k% — ie)? + k2 4+ m?

This is the unique choice up to the coefficient of the e, which doesn’t matter anyway. Now

we expand the binomial and throw away factors higher than first order in €, leaving us with:
dAk eik(:p—y)

Aa v - = .

(e =) / (2m)* k2 + m? + 21kO¢

Again, we don’t care about the coefficient of the €, so we’ll drop the 2. We also don’t care
about the magnitude of the k°, though we can’t help keeping its sign. Then:

d*k eik(xfy)
Aadv(x_y):/ 17.9 2 . 0
(2m)* k2 +m?2 4 ¢ sign(k)e

The retarded Green’s function makes us integrate over the upper half plane, so the singu-
larities must be downstairs, and so:

A dik eik(a:—y)
ral® = y) = / (2m)4 k2 4+ m?2 — i sign(k0)e

Srednicki 8.6. Let Zy(J) = exp(iWy(J)) and evaluate the real and imaginary parts
of W()(J)



From the first line of equation 8.10, we see that W, is defined as:

1 d*k  J(k)J(—k)
Wo(J) = 5/ (2m)* k2 + m? — e

We're done, up to separating the real and imaginary parts. Now, notice that J(x) is real.
Its Fourier transform is then follows

(k) = / e f(x)dx = T(~k)

Thus,

1 d% J(k)T(R)
Wo(J) = _/ (2m)4 k%2 4+ m? — ie

which is:

TRy

2) (2m)*k24+m? —ie
Now, everything is manifestly real up to the es in the bottom. So, we multiply by the
complex conjugate:

1/ kTR KR+ mEtie
2) Cm)*k2+m? —ie k24 m?+ie

WO(J) =

which is:

1 d*k  ~ k%2 4+ m? +ie
Wold) = = [ 251 TP
() 2/(2%)4‘ (k)] (k%2 +m?2)2 + ¢

The real part is obviously:

k% 4+ m?
(&2 +m2)? + &2

Re[Wy(J)] = %/%ﬁ(w?

1.

———; however, I do not use this notation
k2+m2) ) )

Srednicki calls this fraction the “principle part” of
as I find it unnecessarily cumbersome.
As for the imaginary part, we have:
1 d*k |~ €
ImWo(J)] == | —|J(k)]?
mWo(J)] 2 / (27r)4| (k)] (k2 4+ m?)? + €2

Now, note that as ¢ — 0, this will go to zero — unless k% + m? is also zero, in which case the
product goes to infinity. This is a delta function, which we write as:

ImWo(7) = 5 [ s TS )

The normalization constant A is determined by integrating over all k% +m? — it turns out
that the integral is m as ¢ — 0. Then,

Im{Wo(J)) = & / %ﬁww )
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Srednicki 8.7. Repeat the analysis of this section for the complex scalar field
that was introduced in problem 3.5 and further studied in problem 5.1.

(a) Write your source term in the form J'¢ + J¢', and find an explicit formula,
analogous to equation 8.10, for Zo(J',J).

Recall that the Lagrangian for this field is:
L=—-0"¢'0,0 — m?¢'p + Qo
Though Srednicki is not clear about this, £ is just the lagrangian without the last term,

since the last term is a renormalization term rather than part of the density itself. Equation
8.3 therefore gives:

Zo(J) = /D¢ea:p [2 / d'z {—0"$'0,0 — m?¢To + Ji¢ + Jo'}

The action is:
So(J) = / d*z {—0"910,0 — m*¢Tp + g+ JoT}

Recall that the Fourier Transform is
e
_ ik L
o) = [ Fgmze oMb
We take the derivative. Note that d,¢ = %¢. Then:
d4k . ikyxt
00 = [ Zgyalik)e = 3k

Using this, the first term in the action becomes:

- [doto0=— [ TE e 3 )L (k)= (k)

(2m)* (2m)*
_/d4$8u¢Tau¢: —/d%%(k“)ei(kkl)x&(kz) (621:;4 (ku)qz(k’)

Doing the x-integral:

B / a2 60,0 = - / élw]; K24k — )3 (k)d*K B(K)

Doing the k’ integral:

- / d*20" 10,0 = — / (;‘547’“)45*(/@)/@%(@

The other three terms proceed similarly: we Fourier transform ¢ and J and do any easy
integrals. The result is:

d'k e 2 2\ 7 Tt 7 Py 7
S0~ [ oy [0 B+ m?)ah) + T30 + 31 )
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Now we define:

Now the action becomes:

(k) J (k)

S —/ﬁ X+ m?)Y +
0 — ( X X k2+m2

2m)4

Zy = /D%e:ﬁp{i [/(;l‘lT]; <—%T(/€2+m2)¥+ %)]}

The x dependence is exclusively in the first term, so the second term can move in front of
the integral. The remaining integral, however, just gives the probability of a ground state
to ground state transition without any external forces — which is obviously one. Hence, only
the term in front of the integral survives:

Ak (THR)T(R)
Zy Zexp{Z/ (27) ( k2 + m?2
Fourier transforming back:

Zo = exp {@ ( / dzd*s’ J(z)A(z — x’)J(x’)) }

(b) Write down the appropriate generalization of equation 8.14, and use it to
compute (0/T¢(x1)¢(x2)|0), (0] T (x1)P(x2)[0), and (0|T'(x1)¢'(x2)0).

Hence:

These two fields are considered completely separate, so our analog to equation 8.14 is simply:

1 9 1 9

O[T (x1) ... 8" (1) ... |0) = R R TES

J=0,JT=0

The first of these correlation functions is:

o )

(0[T¢(z1)9(22)[0) = 6T (@) 67 (x0)

exp (z / dizdia! T () A — x'>J(x')>

J=0,JT=0

Taking the first functional derivative (remember the rules for how to do this!), we obtain:

(0|Tp(x1)p(x2)|0) = _(UT;;(SQ) (i/d4xd4x'(54(m — 29)A(z — :U’)J(x’))

exp <z / dirdia’ T (2) Az — x’)J(:p’))

J=0,JT=0

We now do the x integral in the first term:

OTs(a)o(el0) = =iz ( [ a0/ - o))



exp (z / dzd*2’ T (2)A(x — x’)J(x’)>

(8.7.2)

J=0,Jt=0

The first term doesn’t have any J' terms left, so the derivative passes through:

O s(e)oel0) = =i ( [ d' A = )7

M%iﬁ)exp <z / d*zd's' J'(z) Az — 2')J (flf’))

Doing this integral as well, we find:

J=0,Jt=0

(01T é(1)6(x)|0) = < / PN x')J(x’)) ( / A2 Ay —x')J(x')) «

exp <z / dirdia’ T (2)A(z — x’)J(:p’))

J=0,Jt=0
We now set J = 0:

(01T'¢(21)¢(2)|0) = 0

Now we take the above argument and switch J <> JT, ¢ <+ ¢'. The argument still works;
we're left with:

(079" (1) (22)|0) = 0

To evaluate the remaining correlation function, we use the analog of equation (8.7.2):

QTS (@)otel0) = iz ( [ dta'ate - ) )

exp <@ / dirdia’ T (2) Az — :L")J(x’))

J=0,JT=0

Since both of these terms have J terms, we have to use the product rule:

(0176 (21)6(2)[0) = —i K / i3 (s — 2/)5(r — :c’))

cxp (z / dird's I (2) Az — x’)J(m/))] iy K / 42 Ay — x’)J(:c’))
(i / drd*2’ T (2) Az — /)0 (2" — xl)) exp (1 / drd*2’ I (2) Az — x')J(m'))}
We can use these delta functions to do two integrals:

(0| T! (21)¢(x2)]0) =
—i [A(:cg — 21)exp (z / dzd*z’ T (2)A(x — :c’)J(:U'))] + K / d'r' A(wy — 2')J (:v’))
< / e (2) A — x1)> exp (@ / dhad'e T () A — II)J(I/))}

J=0,JT=0

J=0,JT=0
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Setting J = 0, the second term vanishes, as does the argument in the exponential. Hence,

<O’T¢T($1)¢($2)|O> = —iA(xy — 11)

(c) Verify your results by using the method of problem 8.4
We use equation 3.38 to expand this result:
(0T ¢! (21)(x2)|0) = / dkdk (0] (aT(E)e-““ + b(E)eikx> (a(k?’)eiklr + b*(k?)e—“f’f) 10)
Equation 5.3 gives:
(O[T 6" (1) (2)[0) = / ke (0]b(K)bT (F)]0) (8.7.3)

Using 5.3 again and doing the integral, we have:

OT6! (@)o(w]0) = [ dhe=- s
This is equivalent to equation (8.4.1) in problem 8.4, and so the result is the same:

(01T¢! (z1)¢(22)|0) = —iA(wy — 21)
which is what we expected.

As for the zero results in part (b), we can immediately see that the analogs of equation
(8.7.3) for these correlation functions are:

(01T ¢(21)p(2)|0) o< (1¢|1T)
and
(0]T¢"(x1)0" (22)]0) o (167[1¢)

both of which will be zero in a non-interacting theory, since there is a zero transition ampli-
tude from a ¢ particle to a ¢' particle.

(d) Finally, give the appropriate generalization of equation 8.17

Just as we saw in part b, for every ¢ that does not have a ¢', there will be an extra J
is the prefactor. For every ¢' that does not have a ¢, there were similarly be an extra J7.
Both of these cause the correlation function to vanish. If the numbers are equal, we must
pair up the functional derivatives in an appropriate way to get a nonzero result. Generally,

O o) 0 () 10} = 5 S Alwr =) Al = y)

where we pair up each x with each y. Note that we cannot pair the xs or ys with themselves,
as this corresponds to two functional J or J' derivatives, which will vanish when acting on
exp [JT(z)A(z — y)J(y)]. Further, this result is defined to be zero if n # m.
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Srednicki 8.8. A harmonic oscillator (in units with m = h = 1) has a ground-
state wave function (q|0) x e “9°/2, Now consider a real scalar field ¢(x), and
define a field eigenstate |A) that obeys

b(x,0)[A) = A(x)|A)

where the function A(x) is everywhere real. For a free-field theory specified by
the Hamiltonian of equation 8.1, show that the ground state wave function is:

(A]0) o exp {—% / %w(k)A(k)A(—k)

where A(k) = [ d3xe **A(x) and w(k) = VK2 + m?.

This problem is a bit opaque. The Hamiltonian given is:

H = % [II* + (V¢)* + m*¢°]

Let’s Fourier transform this, using equation 8.6 (in only three dimensions). The Hermitian
conjugate terms will be interpreted to have negative momentum as usual. Thus,

- Bk 1~  ~ - NP
i~ [ st [ + (5 + m)o(0) k)
Acting with the momentum operator, we have:

. (er)g [ g (BT + (2 + m2)3(00(-b)

Using the definition of w:

H = (2i)3 /d?’k% [ﬁ(k;)ﬁ(—k) +w225(k;)$(—k)]

But under the integral, this is exactly the form of equation 7.1! In other words, our free
field is just a collection of an infinite number of harmonic oscillators. We must therefore
determine the wave functions for all our k’s and multiply them together. We will therefore
have an infinite product of terms of the form e «A4*/2 (note that ¢ is the eigenstate of the
position operator in quantum mechanics; so similarly, here A is the eigenstate of the field
operator, as in eq. 8.18).

How to convert our integral (infinite sum) into an infinite product? Note that an infi-
nite product of exponentials is equivalent to one exponential of an infinite sum. Hence, our
wave function is proportional to:

(A[0) = exp {—2(2—1@3 / oo () A(R) A(—k)

If you're wondering where the (27)3 came from, equation 7.1’s definition of w, as well as that
of the problem statement, is equal to our w divided by (27)? (to see this, just match up the
terms in our Hamiltonian expression with those of equation 7.1).
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